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ABSTRACT
Joint attention has been identified as a critical component of success-
ful human machine teams. Teaching robots to develop awareness of
human cues is an important first step towards attaining and main-
taining joint attention. We present a joint attention estimator that
creates many possible candidates for joint attention and chooses
the most likely object based on a human teammate’s hand cues. Our
system works within natural human interaction time (< 3 seconds)
and above 80% accuracy. Our joint attention estimator provides
a meaningful step towards ensuring robots enable human social
skills for successful human machine teaming.
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1 INTRODUCTION
Joint attention, or looking at the same object as another, is a critical
component to human interaction [14] and develops relatively early
in human infants [4]. Some researchers have suggested that joint
attention is strongly related to the ability to infer others’ mental
states, and represents a component of how people develop a theory
of mind [2]. Joint attention in humans typically occurs through gaze
[4], gesture [9], language [5], and handling [16]. HRI researchers
have shown that when robots have joint attention with a human col-
laborator, they are perceived as more competent and more socially
interactive [7].

Most robotic systems, however, struggle having joint attention
with a human partner, particularly recognizing which object is
being referenced by the human. Some robots use an eye-tracker to
track a human’s gaze (e.g., [12, 18]) or head direction [7, 8, 17].
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Another common approach to help a robot identify which object
a human teammate is referring to is to provide a simple environment
with very few target objects. For example, Trafton et al. (2009)
modeled a developmental experiment and provided only two objects
for the robot to find. Imai et al. could identify a limited number of
objects a person was looking at. De Silva et al. used three possible
objects available for joint attention. Performing joint attention in a
cluttered environment is especially difficult.

A third method is to perform joint attention off-line. For exam-
ple, Marintson [10] had a human pick up objects while a mobile
sensor collected data; offline selection of possible bounding boxes
then occurred. Similarly, Narayanan et al. [11] created bounding
boxes of objects held by humans after the interaction had occurred.
Azagra [1] performed automatic segmentation in a very cluttered
environment, but reached an accuracy of less than 25%.

This brief summary highlights the difficulty that today’s robots
have in identifying an object that a human partner references. If the
object is well known to the robot, well specified, and there are only
a few possible objects in the environment to choose from, current
systems seem to be able to successfully perform joint attention
with a human partner. If offline training can occur, some of these
constraints can be relaxed, but performing joint attention with a
human partner in a resaonable amount of human-like interaction
time (3-5 seconds) in a non-pristine environment is very difficult.

We describe here a systemwe call the “Joint Attention Estimator”
which represents our initial attempt to solve some of these problems.
Our specific goal is to create a system that attains joint attention
with a human teammate using natural gestures, within a natural
human time scale. In our system:

• The human must be able to identify a single object out of a
group.

• The object may or may not be known to the system a priori.
• The system performancemust not take longer than 5 seconds
(we think of this as “interaction time” where the user will
not get frustrated waiting for the system to respond).

• The systemmust be able to deal with a cluttered environment
or other objects in the scene.

2 JOINT ATTENTION ESTIMATOR
In order to determine joint attention, the robot must have a set
of candidate objects. A naive approach for this is to use sliding
window(s) to select candidate objects. Although this detects known
and unknown object candidates, it also adds a computational bot-
tleneck as it results in a large number of potential object candidates.
Processing this requires substantially longer than typical human in-
teraction time. Instead, we used a learned approach to find potential
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objects. In the object detector, YOLO, [13]), the image is subdivided
into grid cells. Each grid cell has a bounding box and probability of a
previously trained set of objects of interest being present. However,
because our goal is to have joint attention with both unknown and
known objects, we were able to adjust the probability that an object
of interest is present. By lowering this threshold to 1e-2, YOLO
generates a very large number of possible object candidates. Fig-
ure 1 shows both the advantages of this approach (many candidate
objects being identified) and the negatives of this approach (too
many objects to easily find a unique object of joint attention from
the human teammate). Another advantage of this approach is that
YOLO was created to be very fast, so it can typically find objects on
an image within interaction speed (see the results for the full data).

To deal with the negative component of having so many possibil-
ities (bounding boxes), we can use joint attention from the human
teammate to help select a reasonable bounding box. In this case,
“reasonable” means capturing the vast majority of the object. We
use OpenPose [3] to provide joint attention information to identify
a unique bounding box. Specifically, we use OpenPose to track the
wrists of the human which can define the maximum bounds of the
joint object at the time of the verbal information from the human.
These maximum bounds are then used by the robot to filter and
merge the numerous elements in the environment taken in by the
candidate object detector. This approach allows us to provide an
estimation to the robot of a best guess of what the human wants
the robot to attend to. This approach completely removes objects
that are considered clutter by other systems and not between the
person’s hands. We combine the bounding boxes in between the
human’s hands using non-maximum suppression, a technique that
filters proposals to find the most representative bounding box. This
bounding box is very likely to contain the majority of the object
for joint attention. An additional benefit to this approach is that we
can identify an object for joint attention in multiple ways (e.g., the
human can hold an object or put their hands on opposite sides of
an object).

3 METHOD
Our testing environment consisted of a table with a cluttered back-
ground in a laboratory setting. Eight to twelve tools were scattered
across the table during testing (see Figure 1). A human identified
each of 10 objects to the robot in both of the following ways: (1)
Holding a tool up for the robot or (2) providing a two handed ges-
ture to the object. In both cases, the human labeled the object (i.e.,
“This is a screwdriver.”) as the cue for the robot to engage in joint
attention. Audio data was routed to a cloud speech recognition
service provider. The robot was a DRC HUBO with a SCIPRR head
[6] that contained a Point Grey Grasshopper 3. Processing is per-
formed using an offboard Intel Core i7 with dual NVIDIA GPUs
(for OpenPose and YOLO).

4 RESULTS
The system was able to correctly create a bounding box for 85% of
the objects that the human identified for joint attention. Critically,
identifying each object was very fast and clearly within interaction
speed: Across all 20 trials, it took an average of 1.02 seconds to

Figure 1: This figure shows what the robot sees when it is
asked to perform joint attention when the human partner is
surrounding awrench. Notice the large number of candidate
objects that are clearly not part of the human’s joint atten-
tion. Each rectangle represents a candidate object, the best
matching object selected through joint attention is shown
in blue (a wrench), the region of interest shown in white.

Figure 2: In this figure a human partner is holding a screw-
driver. Green rectangles represent candidate objects, the
best matching object selected through joint attention is
shown in blue, the region of interest is shown in white. Also
notice the screwdriver tip is not captured but neither are the
hands, a reasonable trade-off in this case.

verbally request joint attention, 1.7 seconds for the speech process-
ing to return from the cloud server, and .25 seconds to create and
return the best bounding box. Thus, it took less than 3 seconds to
identify a joint attention object with 85% accuracy in a cluttered
environment.

Currently, the Joint Attention Estimator can only identify joint
objects when the human uses two hands. We are currently working
on other methods (e.g., gaze, pointing, single hand holding) to
expand our interaction options.
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